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Abstract - This paper presents the Mission Review and 
Analysis module of a C3I (Command, Control, 
Communication and Information) infrastructure - the 
Neptus framework. This is a mix-initiative environment 
that it’s being developed in the Underwater Systems and 
Technology Laboratory (USTL/LSTS) with the goal to 
support the coordinated operation of heterogeneous 
teams of vehicles. This includes autonomous and 
remotely operated underwater, surface, land, and air 
vehicles and people. People perform a fundamental 
role, not only in the case of remotely operated vehicles, 
but also with autonomous vehicles where mix-initiative 
operation is a requirement. The Neptus is very modular 
and will be heavily based on services with a distributed 
architecture. This paper focus mainly on the mission 
review and analysis where the data collected in a 
mission is prepared for analysis. 
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1 Introduction 
This paper presents the Mission Review and Analysis 

module of a C3I (Command, Control, Communication 
and Information) infrastructure for the coordination and 
control of teams of multiple autonomous and semi-
-autonomous vehicles. The mission review and analysis 
module displays the data collected during the missions. 

The Neptus framework is a mix-initiative environment 
that supports the activities of the Underwater Systems and 
Technology Laboratory (USTL/LSTS). This includes the 
support to joint operation of multiple underwater 
vehicles. In the context of this work, operation means the 
wide variety of possible interactions between the pilot 
(human or automated) and the vehicles including: pre-
mission setup and preparation of a vehicle (or multiple 
vehicles) mission; real-time data acquisition and 
visualization; pilot intervention during mission execution 
(mixed initiative operation); coordinated control of 
multiple vehicles (fleet control); and post-mission review 
and data analysis. 

The USTL is currently operating two underwater 
vehicles: one underwater ROV (Remotely Operated 
Vehicle) and one AUV (Autonomous Underwater 
Vehicle). Shortly the number of the laboratory vehicles 

will grow to six with the addiction of an UAV 
(Unmanned Air Vehicle) from the Academy of 
Portuguese Air Force, one more ROV [1] being 
developed under project KOS (Kits of underwater 
operations) and two more AUVs being developed under 
PISCIS (Prototype of an Integrated System for Coastal 
waters Intensive Sampling) project. These joint 
operations, with heterogeneous multiple vehicles, and the 
need to control the complete fleet in a coordinate manner 
set the motivation and the requirements for the 
development of a framework to support the coordinated 
operation of multiple vehicle. 

This operating scenario is very rich and the amount of 
data collected during a typical mission is huge. The 
Mission Review and Analysis module helps the users to 
prepare the data and make post mission analysis right 
after its conclusion, 

This paper is organized as follows. Section II presents 
the requirements that guided the development of the 
Neptus infrastructure, the definition of subsystems, 
components and architecture Section III describes the 
architecture and the common operational scenarios of the 
Missions review and analysis module. Section IV presents 
a short guided tour of the Mission Review and Analysis. 
Finally, in section V, conclusions and an outline of future 
work are presented. 

2 The Neptus framework 

2.1 Motivation 
The Neptus framework is a mixed-initiative environ-

ment for the coordination and control of teams of multiple 
autonomous and semi-autonomous vehicles. This infras-
tructure (C3I – Command, Control, Communication and 
Information) is used in the context of the activities of the 
Underwater Systems and Technology Laboratory 
(LSTS/USTL). This framework is intended to support the 
joint operation of multiple autonomous and semi-
autonomous vehicles. 

As presented in [2] and [3], exists several applications 
to support the operations but each one giving attention to 
different aspects of a mission. But for the USTL 
operations it was needed a more completed and integrated 
tool. The most promising tool was the AUV Workbench 
[4] from Naval Postgraduate School (NPS) which allows 



the visualization of vehicle behavior by means of 
simulation of vehicle’s physical equations. It also helps 
the user to see collected data during the mission. Vehicle 
behavior visualization is ensured by 2D or 3D (VRML) 
screen and can be monitored in a standard web browser. 
Although AUV workbench was designed for use with 
multiple vehicles it does not allow cooperative missions 
using hybrid systems concepts. 

On-going projects at USTL require vehicle interactions 
in the context of hybrid systems ([3] and [6]). The main 
target here is to design a framework that allows 
cooperative mission planning and visualization. Some 
effort is also being done to integrate sensor networks in 
future in such a way that missions can be planned or on-
line re-planned with the information gathered by these 
networks [6]. 

Because of this and more requirements presented in the 
following section, we decided to build from the bottom a 
new application expanding preliminary work [7]. 

2.2 Requirements 
The system requirements for the Neptus systems are 

presented from the user’s point of view. The exposition is 
partially based on IEEE Std. 1362-1998 [8], which is a 
standard for system characteristics description based on 
the definition of Concept of Operations (ConOps). 

Let us take as example an USTL mission near Porto in 
the Douro River, Portugal, with two vehicles, the Isurus 
(Figure 1) and the ROV-IES (Figure 2). 

Before the actual mission execution, a site assessment 
is needed along with the gathering of the mission 
objectives. In this stage the map and the setup for the 
mission are prepared. This falls in the operational setup 
that is the first stage of a typical mission life cycle. Then 
we start with the mission programming were the path (or 
area of operation) of the vehicle(s) is defined and a 
mission is specified by selecting a pre-defined set of 
maneuvers and tasks. 

 

 
Figure 1 : AUV Isurus vehicle mission setup (vehicle 

from Hydroid Inc. [9] but with some hardware and 
software redone [10]) 

There might be a simulation of the actual mission to 
prevent possible mistakes and accidents. The next stage is 
the mission execution that is the actual execution of the 
mission on site. Then it’s time to analyze the collected 

data. This is the mission analysis stage. In a typical AUV 
mission the results are analyzed upon return home but in 
a ROV mission this analysis can happen on site. Upon 
this stage follows the dissemination stage where the 
completed collected data and mission report are published 
and stored. 

 

 
Figure 2 : ROV-IES starting an inspection mission 

(vehicle from Deep Ocean Engineering [11] but with the 
hardware and software completely redone [12]) 

The Neptus framework [13] should be designed to 
fulfill the operational mission requirements described 
above (see Figure 3). Thus, the top level requirements are 
listed below: 

 
Figure 3 : Requirements use case diagram 

 An application to define the environment of the 
operational mission. Including navigational 
references, bottom profile, obstacles, and mark 
points; 
 An application for the mission programming;  
 A console that establishes the link between the 
support and the on-board computers. In the ROV 
class, the console should enable users to send 
joystick commands and visualize sensors’ data in 
real-time; 
 A simulation platform to allow the user to verify the 
conformity of the mission program. This tool will 
give the user the chance to debug its own mission 
plan; 
 A tool for mission review and analysis of the 
sensors’ data;  
 A repository for the gathered data with associated 
query services. 



2.3 Architecture 
The Neptus architecture is a modular one. It is 

organized in several modules/applications that together 
create the Neptus environment. In Figure 4 is depicted the 
main applications: Mission Planner (MP), Mission 
Console (MC), Mission Reviewer & Analysis (MRA), 
Mission Data Broker (MDB) and the Multiple Vehicle 
Simulator (MVS). 
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Figure 4 : Deployment diagram 

Each of these modules gives support to one or more 
stages of the mission life cycle. So in the operational 
setup we use MP and MDB in order to layout the mission 
objectives. In the mission programming, in addition to the 
applications used in the previous phase in order to 
prepare the mission plans and the site’s map, the MVS is 
used to simulate the mission. Next in the mission 
execution phase we add the use of the MC to setup the 
mission plans into the vehicles, see the created mission 
data flow, and in the case of a ROV type of vehicle to 
pilot it throughout the mission. Then in the mission 
analysis it will be used the MRA to further analyze the 
mission captured data and to produce the mission reports. 
In the dissemination of the mission results the MDB is 
used to publish the results. 

In Figure 5 can be seen a screenshot of Neptus desktop 
used in one of our latest missions. In the following 
section the Mission Review & Analysis is presented in 
more detail. 

 

 
Figure 5 : Neptus desktop environment 

3 MRA 
Whenever an autonomous vehicle is sent on mission, it 

collects large amounts of data. It is of great importance to 
visualize this information in an easy and fast way. This 
will enable the interaction with the vehicle, in order to 
guide it accordantly to the mission’s objectives. 

In the case of Autonomous Underwater Vehicles 
(AUVs), these data can’t be visualized in real time due to 
the low bandwidth of existing acoustic modems. 
Practically speaking, AUVs can only communicate with a 
base station when they are off water or at the water’s 
surface, where common wireless network technologies, 
like Wi-Fi, or Iridium can be used. 

The application Mission Review and Analysis (MRA) 
was developed to help an AUV pilot / commander to 
view the data that was gathered in a previously executed 
mission, allowing him to take actions accordingly. The 
pilot can be near the vehicle or at any other place in the 
world, using the Internet as the communication mean. 
Additionally, the developed system can also be used as a 
catalog of previously executed missions, allowing anyone 
with an Internet connection to view public data. 

3.1 System Requirements 
The application was developed with various initial 

requirements in mind. The application should be accessed 
by anyone with an internet connection, regardless of its 
software or hardware platform. This implied that the 
gathered data should be transferred over the Internet. For 
this to be possible, an efficient communication protocol to 
transfer the information should be encountered or created. 

The visualization of the data should be precisely stored 
and represented, allowing a scientific usage of the 
software. 

Despite the large amounts of collected data, the 
information has to be provided in a way that allows a 
pilot to control the vehicle operation safely. 

The development of the software should, whenever 
possible, reuse existing open source components that 
provide desired features. 

3.2 System Architecture 
The system is composed by various modules that 

communicate using Web Services. 
The client module is a Java™ Swing application that is 

packaged and deployed using Java Web Start (JWS). This 
technology allows the launch of the application with a 
single mouse click over a hyperlink. After the application 
is started, it downloads any missing or newest packages 
to the local machine and then runs the main application. 
The usage of the Java™ language and JWS allowed 
software and hardware independence along with seamless 
integration of new improvements to the software. 

The application can be used to view binary log files 
stored in the local or can be used to examine data 
transferred from the internet. 

The Mission Data Broker (MDB) servers store data 
from previously executed missions and publish this 
information in the form of Web Services (WS). 



There exist WS methods for authentication, listing of 
available information in a server and to get data from a 
selected mission. 

The Base Station Module (BSM) is also a MDB server 
but connects directly to a vehicle and publishes the 
information right after it is retrieved. The gathered data is 
also stored in a local disk and it can later be transferred to 
any other MDB server for public visualization. 

All the MDB servers are also registered in a central 
UDDI server, which is used for listing of the existing 
sources of information. When the client application is 
launched, it initially connects to one of these servers to 
show the user which servers are available (Figure 6). 

 
 

 
Figure 6: Example Architecture 

 

3.3 Data Visualization 
The collected data can be viewed in multiple ways, and 

given the modular approach to the development many 
others can be implemented in the future if found 
necessary. 

The path of the vehicle is presented to the user in the 
form of a two dimensional line path, top-down and side 
view. Since the vehicle can undergo the same trajectory 
multiple times and at different depths, there is also the 
possibility to select the maximum and minimum depths to 
show in the top down view. 

The data collected by the vehicle’s sensors can be 
shown in the form of line plot versus time. These graphs 
can show data from a single sensor or from multiple 
sensors, adding the possibility to compare their values. 

The collected sensorial data can also be represented in 
the form of a color map. This map shows the data in 
colors that are calculated from a selectable gradient. The 
area to be showed is also selectable, being possible to 
choose a “slice” of data or a volume to be viewed. 

All the mission execution can be replayed in the form 
of an animation, being possible to see the vehicle’s 
position over time and data that was being collected. 
There is the possibility to watch the mission in real-time 
(the replay velocity matches the vehicle velocity) or the 
time shortened by a factor (2x, 5x, 10x, 100x). A mission 

timeline is also present, adding the possibility do advance 
or rewind the animation. 

3.4 Data Sources 
The data collected by the vehicle is stored in a binary 

log file with huge amounts of information, being some of 
it only for debug purposes like device tensions and inner 
temperatures. 

Our system is able to parse this file and strip the 
irrelevant data, creating new log files. This is the 
intermediate format that is stored in the MDB servers and 
can also be loaded directly to the client application. 

Even stripped, the log files can have sizes in the order 
of megabytes and so we had to take great caution in how 
to transfer this information safely over the internet. 

We chose to transfer the information in the form of 
Web Services due to the seamless integration that is 
provided. Client applications can be created in all types of 
platforms and languages like .NET, J2ME or JavaScript. 

We have used an incremental download algorithm in 
order to correctly download all the data but 
simultaneously present a rough overview of the data that 
is being transferred to the user. This feature was very 
important since it adds the possibility to interact with the 
vehicle right after the mission data starts to be 
downloaded (Figure 7). 

The algorithm is very simple but efficient: After a 
mission is selected, the client application sets the number 
of vehicle states it wants to receive per message: N. Then, 
every time the MDB server is contacted to provide a “data 
chunk”, it sends N states randomly chosen from the 
remaining (unsent) states.  

 

 
Figure 7: Progressive download of data 

3.5 Neptus Integration 
This system is also being integrated with the Neptus 

Framework, currently in development at our laboratory. 
This framework provides visualization components like 

3D and 2D renderers, vehicle communication protocols 
and implementations, utilities to create environmental 
maps, methods to locate any geographical coordinates in 
the world, among a long list of other functionalities. 

After integration, the MRA will cease to be a parallel 
system, being transformed into a module (or modules) 
that compose the Neptus Framework [2]. 

4 Guided tour/case study 
The system is already being used in real world missions 

for reviewing previously executed missions. Some of 



these missions have been turned public, allowing almost 
anyone with an internet connection to access this data. 

The client application is deployed using Java Web 
Start, allowing its installation using a single mouse click 
(see Figure 8). 

 

 
Figure 8: Launching the application using Java Web Start 

After launching the client application there are two 
possibilities to load the mission data: by selecting a public 
Mission Data Broker and Mission and download the 
information over the Internet or load a file from the local 
disk (Figure 9). 
 

 
Figure 9 : Loading mission data 

 
Figure 10 : Remote server and mission selection 

When a user chooses to load a mission from a remote 
server he is then presented a dialog where all the 
currently active MDBs are listed (Figure 10). After 
selecting one of these servers, the user has access to all 
the missions that are published by the chosen MDB. 

When a mission is selected, the data is then progressively 
downloaded into the client application, being possible to 
treat the partially deleted data exactly the same way as if 
all the data was downloaded. 

 

 
Figure 11 : Representation of the vehicle path 

After any amount of data is received, it can be viewed 
simultaneously in various ways. The vehicle path is 
presented in the form of two views over the trajectory: A 
side view and a top-down view (Figure 11). These views 
can also be used to select a volume (parallelepiped) from 
the vehicle path. The selected volume can then be shown 
in the sensor data view (at right) in the form of coloured 
data grid. 

When the volume selection is made, the sensor data is 
represented in the form of coloured grid. When more than 
one sensor has been logged, the user can select witch 
sensor to be rendered by means of a combo box. Another 
colour maps and grid sizes can also be selected to present 
the data in the most appropriate way (Figure 12). 

 

 
Figure 12 : Selection of the volume to be colored 

Another way to view the gathered data is by plotting 
any of the sensors data versus the time it was collected or 
versus the location it was gathered (horizontal or vertical 
axis). Again these graphs can be customized by zooming 
in and out or mark the points where the data was actually 
collected (Figure 13).  

Maybe the easiest way to view the mission data is by 
reviewing the vehicle actions and data gathered in real 
time. This feature is provided in the application by 
presenting the vehicle position (a dot) and the gathered 
data in real-time plot similar to an oscilloscope. The 



animation can be rendered in real-time or in fast motion, 
being the time shortened by a chosen multiplier value like 
can be seen on Figure 14. 

Another ways of presenting the data are being 
developed, most of them will reuse some of the 
components provided by the Neptus Framework. 

 

 
Figure 13 : Ploting temperature versus horizontal position 

 
Figure 14 : Animation of the mission execution 

5 Conclusions 
This paper presented the current state of development 

of the Mission Review and Analysis Module. This 
application is part of the Neptus framework, a mixed-
initiative environment to support the coordinated joint 
operation of multiple autonomous and semi-autonomous 
vehicles. 

The developments in the Mission Review and 
Analysis are currently focusing on the integration and 
fusion of data from multiple sensors and vehicles in order 
to assist the user. 
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